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Abstract 30 

Importance: Large language models (LLMs) possess a range of capabilities which may be 31 

applied to the clinical domain, including text summarization. As ambient artificial intelligence 32 

scribes and other LLM-based tools begin to be deployed within healthcare settings, rigorous 33 

evaluations of the accuracy of these technologies are urgently needed. 34 

Objective: To investigate the performance of GPT-4 and GPT-3.5-turbo in generating 35 

Emergency Department (ED) discharge summaries and evaluate the prevalence and type of 36 

errors across each section of the discharge summary. 37 

Design: Cross-sectional study. 38 

Setting: University of California, San Francisco ED. 39 

Participants: We identified all adult ED visits from 2012 to 2023 with an ED clinician note. We 40 

randomly selected a sample of 100 ED visits for GPT-summarization.  41 

Exposure: We investigate the potential of two state-of-the-art LLMs, GPT-4 and GPT-3.5-turbo, 42 

to summarize the full ED clinician note into a discharge summary. 43 

Main Outcomes and Measures: GPT-3.5-turbo and GPT-4-generated discharge summaries 44 

were evaluated by two independent Emergency Medicine physician reviewers across three 45 

evaluation criteria: 1) Inaccuracy of GPT-summarized information; 2) Hallucination of 46 

information; 3) Omission of relevant clinical information. On identifying each error, reviewers 47 

were additionally asked to provide a brief explanation for their reasoning, which was manually 48 

classified into subgroups of errors. 49 
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Results: From 202,059 eligible ED visits, we randomly sampled 100 for GPT-generated 50 

summarization and then expert-driven evaluation. In total, 33% of summaries generated by GPT-51 

4 and 10% of those generated by GPT-3.5-turbo were entirely error-free across all evaluated 52 

domains. Summaries generated by GPT-4 were mostly accurate, with inaccuracies found in only 53 

10% of cases, however, 42% of the summaries exhibited hallucinations and 47% omitted 54 

clinically relevant information. Inaccuracies and hallucinations were most commonly found in 55 

the Plan sections of GPT-generated summaries, while clinical omissions were concentrated in 56 

text describing patients’ Physical Examination findings or History of Presenting Complaint. 57 

Conclusions and Relevance: In this cross-sectional study of 100 ED encounters, we found that 58 

LLMs could generate accurate discharge summaries, but were liable to hallucination and 59 

omission of clinically relevant information. A comprehensive understanding of the location and 60 

type of errors found in GPT-generated clinical text is important to facilitate clinician review of 61 

such content and prevent patient harm.  62 
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Introduction 63 

Clinical documentation is an essential part of high-quality patient care.1,2 However, in recent 64 

years there has been an increase in the complexity of clinical documentation as a result of the 65 

transition from paper-based to electronic health records (EHRs).3 This has had downstream 66 

effects on the amount of time physicians spend on the EHR, with recent studies suggesting that 67 

every hour of direct clinical time spent with patients is associated with 2 extra hours of EHR 68 

documentation.4,5 This concerning increase in EHR burden is a significant contributing factor to 69 

the rising prevalence of physician burnout, which may lead to a reduction in the overall quality 70 

of patient care.6–9 71 

 72 

A foundational element of clinical documentation is the patient discharge or encounter summary, 73 

created following both Emergency Department (ED) visits and inpatient hospital admissions. 74 

Discharge summaries serve as a critical method of patient information transfer and provide 75 

instructions for the ongoing management of patients’ illness.10–12 However, the process of 76 

writing discharge summaries is time-consuming and, consequently, these summaries are often 77 

not completed in a timely manner or finished at all.12,13 This is problematic given that the 78 

timeliness and availability of discharge summaries is associated with patients’ readmission rates, 79 

with the absence of a discharge summary associated with a 79% increased rate of 7-day 80 

readmission and 37% increased rate of readmission within 28 days.13 The AHRQ identifies the 81 

lack of adequate post-discharge summarization and communication as primary reasons for ED 82 

discharge failures.14 83 

 84 
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The recent introduction of large language models (LLMs) such as ChatGPT has led to renewed 85 

focus on the use of natural language processing (NLP) to improve both quality and efficiency in 86 

healthcare.15 LLMs possess a range of capabilities which may be applied to the clinical domain, 87 

one of which is text summarization. Previous reports have evaluated the potential use of LLMs in 88 

summarizing scientific literature, radiology reports, patient problem lists and doctor-patient 89 

conversations, with varying success.16,17 However, there has been limited research on the ability 90 

of LLMs to summarize information from a patient’s hospital encounter into a discharge 91 

summary.18 As ambient AI scribes and other LLM-based tools begin to be deployed within 92 

healthcare settings,19 rigorous evaluations of the accuracy of these technologies are urgently 93 

needed. 94 

 95 

In this study, we investigate the performance of two state-of-the-art LLMs, GPT-4 and GPT-3.5-96 

turbo, in generating ED discharge summaries and evaluate the prevalence and type of errors 97 

across each section of the discharge summary.  98 
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Methods 99 

The UCSF Information Commons contains deidentified structured clinical data as well as 100 

deidentified clinical text notes, with externally certified deidentification as previously 101 

described.20 The UCSF Institutional Review Board determined that this use of deidentified data 102 

within the UCSF Information Commons is not human participants research and, therefore, was 103 

exempt from further approval and informed consent. This study was completed according to a 104 

prospectively developed protocol (Supplementary File 1). 105 

 106 

We identified all adult patients discharged from the University of California, San Francisco 107 

(UCSF) ED from 2012 to 2023 with an ED clinician note present within Information Commons 108 

(Figure 1). If more than one Emergency Medicine (EM) clinician note was available for a 109 

particular ED visit, the earliest note was selected as subsequent notes were often attending 110 

attestation notes. In the case of multiple notes with the same chart time, the longest note (by 111 

character count) was selected. Clinical notes were minimally preprocessed – only line breaks and 112 

extra spaces were removed. Software packages incorporating a series of regular expressions were 113 

created and used to examine the structure of notes, confirming the presence/absence of the 114 

following note headers: ‘Chief Complaint’ (274,983/278,629 notes); ‘Review of Systems’ 115 

(263,219/278,629 notes); ‘Physical Exam’ (276,834/278,629 notes); ‘ED Course’ 116 

(245,900/278,629 notes); and ‘Initial Assessment’ (139,838/278,629 notes). Notes which did not 117 

contain appropriate history, physical examination and assessment/plan sections were excluded. 118 

Each note was tokenized using the OpenAI Tiktoken tokenizer.21 Notes containing ≥3500 tokens 119 

were excluded to allow sufficient tokens for the GPT-3.5-turbo API response to be completed 120 

within the model’s 4096 token context window, which was the shortest context window of the 121 
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models used. Patients who were admitted to hospital from the ED were identified from the 122 

structured electronic health record and excluded so that only patients discharged from the ED 123 

were included in our cohort. 124 

 125 

Next, we randomly selected two n = 100 samples to be used as the development and test sets. All 126 

prompt engineering and resident annotator training was conducted on the development set, while 127 

evaluation was conducted on the held-out test set. Using the secure, HIPAA-compliant, UCSF 128 

Versa Application Programming Interface (API) on Microsoft Azure, we prompted both GPT-129 

3.5-turbo (model = ‘gpt-3.5-turbo-0613’, role = ‘user’, temperature = 0; all other settings at 130 

default values) and GPT-4 (model = ‘gpt-4-0613’, role = ‘user’, temperature = 0; all other 131 

settings at default values) to summarize the full ED clinician note into a discharge summary. The 132 

following prompt was used, followed by the corresponding note for each patient, denoted by 133 

triple quotation marks: “You are an Emergency Department physician. Below is the History and 134 

Physical Examination note for a patient presenting to the Emergency Department who was 135 

subsequently discharged. Write a discharge summary for the patient based on this note. Do not 136 

include any additional information not present in the note. \n\n """ Note text """ ” 137 

 138 

The GPT-3.5-turbo and GPT-4 generated discharge summaries were evaluated by two 139 

independent EM resident reviewers (from AL, FC, KB, KP, TT) in accordance with the protocol. 140 

Initial rates of inter-reviewer agreement were over 90% (Table S1). Disagreements were 141 

resolved by consensus and, if required, by an attending EM physician reviewer (AK). We 142 

selected three evaluation criteria for review: 1) Inaccuracy of GPT-summarized information; 2) 143 

Hallucination of information; 3) Omission of relevant clinical information. An inaccuracy refers 144 
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to information that is not factual and/or is contradicted by the original ED clinician note. 145 

Hallucination refers to the fabrication of information in the discharge summary that is not present 146 

in the original ED clinician note. Omissions refer to information from the ED clinician note that 147 

the reviewer deemed relevant for inclusion in the discharge summary but was not included.  The 148 

following aspects of a patient’s ED visit were evaluated for the presence of inaccuracies, 149 

hallucinations, and omissions: Presenting complaint; History of presenting complaint; Past 150 

medical history; Allergies/contraindications; Review of systems; Positive examination findings; 151 

Laboratory test results; Radiological investigations; Plan; Other notable events during ED stay (if 152 

any). On identifying each error, reviewers were additionally asked to provide a brief explanation 153 

for their reasoning, which was subsequently manually classified into subgroups of errors within 154 

each of the above three evaluation criteria. 155 

 156 

Statistical analysis 157 

For both the GPT-3.5-turbo and GPT-4 discharge summaries, counts of each error (Inaccuracy, 158 

Hallucination or Omission) across each section (Presenting complaint; History of presenting 159 

complaint; Past medical history; Allergies/contraindications; Review of systems; Positive 160 

examination findings; Laboratory test results; Radiological investigations; Plan; Other notable 161 

events during ED stay [if any]) relating to the ED visit were collated and reported in a 162 

descriptive analysis. The median word count with interquartile range (IQR) for the original EM 163 

clinician notes, alongside both the GPT-4-generated and GPT-3.5-turbo generated summaries 164 

was calculated. To evaluate discharge summary readability, the average Flesch-Kincaid Reading 165 

Ease Score (FRES) and Flesch Kincaid Grade Level (FKGL) was calculated for each GPT 166 

model. Median word counts and FRES/FKGL values were compared using the Mann-Whitney U 167 
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test against the null hypothesis that there is no significant difference between GPT-4-generated 168 

and GPT-3.5-turbo-generated discharge summaries. Categorical variables were compared using 169 

the Chi-squared test. P < 0.05 was significant. Analyses were performed in Python and R.  170 
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Results 171 

From 202,059 eligible ED visits with an EM clinician note, we randomly sampled 100 for GPT-172 

generated summarization and then expert-driven evaluation (Figure 1; Table 1). The average 173 

length of the original EM clinician notes summarized by the GPT models was 802.5 words (IQR 174 

643.5-1053.25) (Figure S1). GPT-4-generated discharge summaries (median word count = 235 175 

words, IQR 205-264) were shorter than those generated by GPT-3.5-turbo (median word count = 176 

369.5 words, IQR 307.75-445) (Figure S2; Mann-Whitney U, p < 0.001). The average Flesch-177 

Kincaid Grade Level for GPT-4-generated summaries was lower (FKGL = 10.0, IQR 9.5-11.1) 178 

than for GPT-3.5-turbo-generated summaries (FKGL = 10.7, IQR 9.7-11.7) (Mann-Whitney U, p 179 

= 0.02), indicating greater readability of GPT-4-generated discharge summaries. This was also 180 

reflected in the Flesch Reading Ease Scores, with GPT-4 summaries (FRES = 48.6, IQR 41.0-181 

52.0) having a higher score on average than GPT-3.5-turbo summaries (FRES = 46.7, IQR 39.7-182 

49.5), though this did not meet statistical significance (Mann-Whitney U, p = 0.10). 183 

 184 

Overall, GPT-4-generated discharge summaries contained fewer errors than GPT-3.5-turbo-185 

generated summaries across all three domains (Figure 2). In total, 33% of summaries generated 186 

by GPT-4 and 10% of those generated by GPT-3.5-turbo were entirely error-free across all 187 

evaluated domains. Summaries generated by GPT-4 were mostly accurate, with inaccuracies 188 

found in only 10% of cases. However, 42% of the summaries exhibited hallucinations and 47% 189 

omitted clinically relevant information. This compares to 36% of GPT-3.5-turbo summaries 190 

containing an inaccuracy, with 64% and 50% of the predecessor model’s summaries containing 191 

hallucinations and clinical omissions, respectively. Initial inter-reviewer agreement rates were 192 
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95.8%, 93.6% and 91.9% for inaccuracy, hallucination and omission errors, respectively, prior to 193 

consensus agreement (Table S1). 194 

 195 

Error rate by domain and discharge summary section is shown in Figure 3. The few inaccuracy 196 

errors identified in GPT-4-generated discharge summaries predominantly occurred in the Plan 197 

section of the summary (n = 4). When comparing GPT-3.5-turbo and GPT-4 models, there was a 198 

notable improvement in the accuracy of reporting patients’ Past Medical History, in which 10% 199 

of GPT-3.5-turbo summaries contained an error compared to only 1% of GPT-4 summaries. 200 

Most hallucination errors, across both GPT-3.5-turbo and GPT-4 models, occurred in either the 201 

Plan or Other sections of the summary, with GPT-4 recording 36% fewer hallucinations in these 202 

sections than GPT-3.5-turbo. Omissions were most frequently present in the Physical 203 

Examination section for both GPT-4 (20%) and GPT-3.5-turbo (18%) summaries, followed by 204 

the History of Presenting Complaint section (10% of GPT-4 summaries vs 17% of GPT-3.5-205 

turbo summaries).  206 

 207 

Finally, we manually categorized free-text reviewer comments detailing the subtype of each 208 

error (Table 2 & Figure S3). Among the GPT-4 summaries, inaccuracy errors included 209 

inaccurate follow-up details (e.g., reviewer comment: “[the original note states that the] patient 210 

had follow-up with GI for colonoscopy.. already scheduled [whereas the GPT summary states 211 

the patient was advised to obtain this]”), inaccurately reporting the interim plan as the follow up 212 

plan (e.g., reviewer comment: “the final plan is listed [by GPT-4] as ‘follow-up labs/psych 213 

recommendations’, but this was the sign-out plan – the final plan was actually: ‘safe for 214 

discharge’”) and inaccurate reporting of physical examination findings (e.g., reviewer comment: 215 
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“[the GPT summary] states HINTS exam was positive, but is in fact negative”). The most 216 

commonly identified hallucination error subtype was hallucination of information in the note that 217 

had been redacted during the de-identification process (n = 15; e.g., reviewer comment: 218 

“redacted portion [of original note] filled in [in GPT summary] as ‘headache’”). The next most 219 

common hallucinations related to patients’ follow up, with GPT-4 either providing details of 220 

outpatient specialty follow-up that had not been arranged (n = 11; e.g., reviewer comment: “[the 221 

GPT summary] hallucinated follow-up with Rheumatology and Neurology, though [there is] no 222 

mention of this in [the original] note”), hallucinating ED return precautions (n = 7), and 223 

hallucinating follow-up instructions (n = 3; e.g., reviewer comment: “no instructions to continue 224 

current meds or avoid morphine were provided in the original note”). Meanwhile, examples of 225 

the most common omission errors include GPT-4 omitting certain positive physical examination 226 

findings (n = 13; e.g., “[GPT summary] omitted left sided laceration” or “[GPT summary] 227 

omitted murmur”),  imaging results (n = 8), details of patients’ management in ED (n = 7; mostly 228 

relating to specialty consults that had taken place) and symptom(s) reported (n = 7; e.g “[GPT 229 

summary] does not mention Tylenol overdose concern”). The manually categorized reviewer 230 

comments for the GPT-3.5-turbo-generated summaries are shown in Supplementary File 2 231 

(Table S2 & Figure S4).  232 
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Discussion 233 

In this cross-sectional study of 100 ED encounters, we found that LLMs could generate accurate 234 

discharge summaries, but were liable to hallucination and omission of clinically relevant 235 

information. Overall, GPT-4-generated summaries contained fewer errors than GPT-3.5-turbo 236 

summaries across all three domains, with 10%, 42% and 47% of summaries containing 237 

inaccuracies, hallucinations and omissions, respectively. GPT-4-generated summaries were also 238 

shorter and more readable than those generated by GPT-3.5-turbo, with an average Flesch-239 

Kincaid Grade Level of 10.  240 

 241 

The improved performance of GPT-4 compared to GPT-3.5-turbo aligns with prior literature 242 

which has shown superior GPT-4 performance across both medical and non-medical tasks.22–24 243 

Moreover, the fact that GPT-4 summaries contained a lower number of omissions than GPT-3.5-244 

turbo, whilst summarizing the same information in fewer words, suggests increased summary 245 

concision that may be welcomed by primary care physicians and others on the receiving end of 246 

the transition of care.25 247 

 248 

Although only 33% of summaries generated by GPT-4 were entirely error-free across all 249 

domains, a more detailed review of the subtypes of error demonstrated that a majority of 250 

hallucinations either related to information redacted in the original note as part of our 251 

institution’s de-identification process or resulted from GPT-4 hallucinating follow-up 252 

instructions and/or return precautions. In the latter instance, such follow-up instructions were 253 

often appropriate for the patient’s care (as if they were derived from a standard set of precautions 254 

associated with the patient’s final diagnosis), but because they had not been explicitly mentioned 255 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 4, 2024. ; https://doi.org/10.1101/2024.04.03.24305088doi: medRxiv preprint 

https://doi.org/10.1101/2024.04.03.24305088
http://creativecommons.org/licenses/by/4.0/


in the original EM provider’s note, they were classified as hallucinations in accordance with our 256 

pre-specified protocol. After excluding these specific types of errors post-hoc, the proportion of 257 

GPT-4 generated summaries considered error-free across all domains increased by 14%, 258 

reaching 47% error-free across the three domains. 259 

 260 

Meanwhile, there were notable differences in initial inter-reviewer agreement between error type 261 

prior to consensus agreement, with 91.9% agreement on the presence of clinical omissions 262 

compared to 95.8% and 93.6% agreement for inaccuracies and hallucinations, respectively. This 263 

reflects the subjective nature of classifying clinical omissions, where the inclusion of different 264 

clinical details may depend on the preference of the discharging clinician.  It is possible that, 265 

with either dedicated prompt engineering or the addition of few-shot examples during future 266 

prompting, clinician-specific preferences of what information ought to be included in each 267 

discharge summary may be incorporated to address this. 268 

 269 

There is a paucity of existing literature examining the performance of LLMs when generating 270 

discharge summaries, either in the Emergency Department or inpatient hospital setting. This is 271 

concerning given reports of the recent deployment of ambient artificial intelligence (AI) scribes 272 

at a large healthcare organisation.19 In that study, 35 example patient transcripts and encounter 273 

summaries generated by the AI scribe were rated using a modified version of the Physician 274 

Documentation Quality Instrument, with an average score of 48/50 achieved.19,26 However, a 275 

quantitative analysis of the number and type of errors present was not reported. Meanwhile, a 276 

separate study of neurology inpatient encounters showed that Bidirectional Encoder 277 

Representations from Transformers (BERT) and Bidirectional and Auto-Regressive 278 
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Transformers (BART) models could be used to generate summaries which met the standard of 279 

care in 62% of cases, but acknowledged that future work should count the number and type of 280 

hallucinations in automated summaries.18  281 

 282 

 Since clinicians will ultimately be responsible for auditing and modifying clinical 283 

documentation produced by LLMs, gaining a thorough understanding of potential error sources 284 

in this documentation is critically important. Without a thorough understanding of where errors 285 

may occur, there's a risk that errors made by LLMs could be overlooked, potentially harming 286 

patient care.27 Additionally, the increased workload on clinicians to meticulously audit the 287 

discharge summary could lead to worsening burnout, potentially negating the benefits of using 288 

this technology. Our findings suggest that the location of errors within a GPT-generated 289 

discharge summary may vary based on the type of error: inaccuracies and hallucinations are most 290 

commonly found within the Plan sections of GPT-generated discharge summaries, while the 291 

Physical Examination and History of Presenting Complaint sections should be checked closely 292 

for clinical omissions. Future studies should evaluate the application of LLMs themselves to 293 

identify instances of inaccuracy, hallucination and clinical omission errors within LLM-294 

generated clinical documents when compared to the original source documents, allowing 295 

clinicians to audit and amend areas that are subject to discordance.  296 

 297 

This study has several limitations. First, in this study only the initial EM clinician note was 298 

summarized. While this note typically contains the patient’s clinical history, physical 299 

examination findings, results of investigations performed and overall plan, other pertinent 300 

information that is found in notes from other providers, such as physical or occupational 301 
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therapist recommendations and specialty consult advice, may not have been included in the 302 

discharge summary. Future work should evaluate the performance of LLMs in the more complex 303 

task of multi-document summarization before deployment to EDs can be considered. Second, 304 

due to the time and labor-intensive process of manual expert review, we included 100 randomly 305 

selected ED encounters in our sample, which may limit generalizability across different types of 306 

patient demographics and presenting symptoms. Notably, our randomly selected sample 307 

predominantly consisted of White, Asian or Black/African American patients, with limited 308 

representation of other minority groups. As LLM performance continues to be evaluated across 309 

different medical tasks, racial and gender bias assessments of these tools must be performed 310 

prior to their integration into clinical care.28 Third, GPT model performance may improve with 311 

further iterations of prompt engineering and/or in-context learning. For instance, in comparing 312 

GPT-3.5-turbo to GPT-4, there was an enhancement in summarization capabilities across all 313 

domains evaluated, including over ED discharge summary length. Fourth, we did not directly 314 

compare the GPT-generated discharge summaries with the actual clinician-generated discharge 315 

summaries for these encounters. It is possible that important information might have been 316 

missing, or inaccurately reported, in the clinician-generated discharge summaries as well. 317 

 318 

Conclusion 319 

In this cross-sectional study of 100 ED encounters, we found that LLMs could generate accurate 320 

discharge summaries, but were liable to hallucination and omission of clinically relevant 321 

information. Our results suggest that the location of errors within a GPT-generated discharge 322 

summary may vary based on the type of error. A comprehensive understanding of where errors 323 
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are most likely to occur in GPT-generated clinical text is critically important to facilitate 324 

clinician review and revision of such content and prevent patient harm.  325 
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Tables 326 

 327 

Variable Category Number of patients, n 

Sex 
Male 44 

Female 56 

Race/ethnicity 

White 39 

Asian 20 

Black or African American 18 

Latinx 11 

Other 4 

Native Hawaiian or Other 

Pacific Islander 
3 

Southwest Asian and North 

African 
3 

Unknown/Declined 2 

Age, median (IQR) 48.1 years (37.4 – 67.9) 

ESI Acuity Level 

Urgent 54 

Less Urgent 27 

Emergent 16 

Non-Urgent 2 

Unspecified 1 

Discharge disposition 

Home or Self Care 95 

Skilled Nursing Facility 2 

Other 3 

Table 1. Patient demographics in n = 100 sample of Emergency Department encounters 328 

randomly selected for GPT-3.5-turbo and GPT-4 discharge summary generation. ED = 329 

Emergency department; ESI = Emergency Severity Index; IQR = interquartile range. 330 

  331 
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Error Type 
 

Error category Example reviewer comment* Count 

Inaccuracy 

Inaccurate follow-up details 

“[The original note states that the] 
patient had follow-up with GI for 
colonoscopy and EGD and hematology 
follow-up [was] already scheduled 
[whereas the GPT summary states the 
patient was advised to obtain this]” 

3 

Inaccurate examination findings 
“[The GPT summary] states HINTS 
exam was positive, but is in fact 
negative” 

2 

Inaccurately reported the interim 
plan as the follow-up plan 

“The final plan is listed as ‘follow-up 
labs/psych recommendations’, but this 
was the sign-out plan – the final plan was 
actually: ‘safe for discharge’”) 

2 

Inaccurately reported patient’s 
management in ED 

“Written for but did not get 
acetaminophen in ED” 

1 

Inaccurately reported imaging as 
normal 

“CT pelvis was not negative” 
1 

Inaccurate social history reported 
“States patient is a former smoker, when 
in fact patient is a former drinker and 
never smoked” 

1 

Hallucination 

Hallucinated redacted 
information 

“Redacted portion [of original note] 
filled in [in GPT summary] as 
‘headache’” 

15 

Hallucinated outpatient follow-up 
details 

“[The GPT summary] hallucinated 
follow-up with Rheumatology and 
Neurology, though [there is] no mention 
of this in [the original] note” 

11 

Hallucinated ED return 
precautions 

“No return precautions mentioned in 
non-redacted portion of [original] note” 

7 

Hallucinated medication plan 

“[GPT summary] hallucinated plan of 
continuing medications as prescribed - 
there was no reference to this in original 
note” 

3 

Hallucinated primary care 
physician follow-up details 

“[GPT summary] hallucinated PCP 
follow-up” 

3 

Hallucinated follow-up 
instructions 

“No specific return precautions (fever, 
chest pain, SOB) provided in [original] 
note; no instructions to continue current 
meds or avoid morphine were provided 
in the original note” 

3 

Hallucinated patient’s 
management in ED 

“Patient did not receive Nitro spray in 
ED” 

3 

Hallucinated cause of symptoms 
 

“Under diagnosis, [GPT summary] states 
headache is due to post-surgical changes, 
which was not documented in the initial 
note” 

1 

Hallucinated patient’s diagnosis 
“No mention of what final diagnosis was 
on original note, yet GPT wrote ‘likely 
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due to cyst or surgery’” 

Hallucinated symptoms 
“[GPT summary] hallucinated patient as 
having carotid tenderness” 

1 

Clinical 
Omission 

Omission of positive physical 
examination findings 

“Omitted left sided laceration”; “Did not 
mention contracture”; “Omitted bilateral 
conjunctival injection”; “Omitted 
murmur”; “Omitted patient’s 
somnolence and gait stability” 

13 

Omission of imaging performed 
“Omitted chest x-ray”; “Omitted MRI 
results”; “Omission of all radiology 
results” 

8 

Omission of symptom reported 

“Does not mention Tylenol overdose 
concern”; “No mention of watery 
diarrhea”; “Omitted that bleeding was 
seen by ED nurse and pressure dressing 
was applied” 

7 

Omission of details of patient’s 
management in ED 

“Omitted orthopedics consult”; “Omitted 
gynecology consult”; “Omitted 
reassessment and repeat check of 
ambulatory saturation”  

7 

Omission of pertinent negative 
physical examination findings 

“Omitted patient was afebrile”; “Should 
include that patient had a benign GU 
exam”; “Should have included benign 
abdominal exam” 

5 

Omission of details of patient’s 
medication history 

“Omitted that she was on antibiotics”; 
“Omitted estrogen use” 

4 

Omission of details of patient’s 
Past Medical History 

“Omitted history of known pulmonary 
embolus”; “Did not mention clarification 
on baseline bradycardia (this is 
significant abnormality that provider 
contacted PMD to clarify)”; “Omitted 
key medical history including patient 
was unable to walk secondary to 
dizziness” 

4 

Omission of details of patient’s 
allergies 

“No mention of allergies” 
2 

Omission of details of patient’s 
Past Surgical History 

“Omitted cholecystectomy surgery”; 
“Omits history of PEG” 

2 

Omission of ECG performed 
“Omission of any mention of an 
electrocardiogram for patient’s 
tachycardia” 

1 

Omission of laboratory tests 
performed 

“Omitted mention of stool studies 
collected” 

1 

Omission of symptom time 
course 

“Omitted timeline of symptoms – 
improvement, but woke her up second 
night in a row” 

1 

Omission of symptom character 
“Does not mention that the reason the 
patient’s chest pain is different now is 
that it is now constant” 

1 

Omission of suspicious injury “Omission of suspicious injury report” 1 
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report 
Omission of pertinent normal 
laboratory test results 

“Omitted negative troponins” 
1 

Omission of follow-up 
information 

“Discussion of possible bowel regiment 
not included” 

1 

Omission that patient declined 
physical examination 

“Refusal of rectal exam” 
1 

Omission of diagnosis 

“Did not include the presumptive 
diagnosis selection (menstrual cramps) 
amongst the various differential 
diagnosis entities” 

1 

Omission of code stroke 
activation 

“Omits activation of code stroke” 
1 

Omission of bedside imaging 
done 

“Omits bedside ultrasound (but mentions 
x-ray”) 

1 

Omission of urinalysis results 
“Omitted positive urine drug screen for 
cocaine (not extremely relevant)” 

1 

Table 2. Manual categorization of expert reviewer comments providing further details for each 332 

error subtype among GPT-4-generated discharge summaries compared to the ground-truth, 333 

original Emergency Medicine provider note. *Comments reported with minor modifications to 334 

syntax for improved readability.  335 
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Figures 336 

Figure 1. A) Flowchart of included Emergency Department (ED) visits. B) Study workflow.  337 

 338 

Figure 2. Proportion of discharge summaries with 1 or more error identified by clinical 339 

reviewers in each of the three domains evaluated: 1) Inaccuracy, 2) Hallucination and 3) Clinical 340 

Omission. 341 

 342 

Figure 3. Breakdown of errors for each domain (Accuracy, Hallucination and Clinical Omission) 343 

by section of discharge summary. PC = Presenting Complaint; HPC = History of Presenting 344 

Complaint; PMH = Past Medical History; ROS = Review of Systems; PE = Physical 345 

Examination.  346 
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Supplementary Figures and Tables 347 

Figure S1. Histogram of original Emergency Medicine provider note length among the n = 100 348 

sample of Emergency Department encounters randomly selected for GPT-3.5-turbo and GPT-4 349 

summarization. 350 

 351 

Figure S2. Histogram of word counts of a) GPT-3.5-turbo and b) GPT-4 generated discharge 352 

summaries. 353 

 354 

Figure S3. Manual categorization of reviewer comments providing further details for each error 355 

subtype [a) Inaccuracy, b) Hallucination, and c) Clinical omission] among GPT-4-generated 356 

discharge summaries compared to the ground-truth, original Emergency Medicine provider note. 357 

 358 

Figure S4. Manual categorization of reviewer comments providing further details for each error 359 

subtype [a) Inaccuracy, b) Hallucination, and c) Clinical omission] among GPT-3.5-turbo-360 

generated discharge summaries compared to the ground-truth, original Emergency Medicine 361 

provider note. 362 

 363 

 364 

Table S1. Initial inter-reviewer agreement rates by error type, prior to consensus agreement. 365 

 366 

Table S2. Manual categorization of expert reviewer comments providing further details for each 367 

error subtype among GPT-3.5-turbo-generated discharge summaries compared to the ground-368 
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truth, original Emergency Medicine provider note. *Comments reported with minor 369 

modifications to syntax for improved readability. 370 

  371 
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Figures 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. A) Flowchart of included Emergency Department (ED) visits. B) Study workflow. 
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Figure 2. Proportion of discharge summaries with 1 or more error identified by clinical 
reviewers in each of the three domains evaluated: 1) Inaccuracy, 2) Hallucination and 3) Clinical 
Omission. 
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Figure 3. Breakdown of errors for each domain (Accuracy, Hallucination and Clinical Omission) 
by section of discharge summary. PC = Presenting Complaint; HPC = History of Presenting 
Complaint; PMH = Past Medical History; ROS = Review of Systems; PE = Physical 
Examination. 
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